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CLOUC P A T T E R N  RECOGNITION -- 

R. D. Joseph,  S. S .  Viglione, €IQ F. Wol?  

----.---____I 

J, 

-______- ABSTRACT 

C loud c ov e r photo graphs t rans  mit t  e d f r o m  m et  e or 010 g ic a1 s a t  e lli t e s 

mus t  be processed  a n d  interpreted befo2.e weather  maps  can  b e  issued.  Most 

of the routine processing can b e  handled by present  day digital corripu'ier tech-  

niques; however the recognition and interpretation of cloud pa t te rns ,  such as 

vortl.ces indicating hur r icanes ,  must still b e  performed by humans dile to thr, 

lack of sujtable recQgiiition mechanisms This paper  investigates the feasibil i ty 

of .using a perceptron-type corripukr for the recognition of vor tex  pai.terns. 

forin-.ila is der ived which enables the prediction of machine performance as a 

function of problem comp1.exif.y and  perceplron s ize  (number cjf logic u n i t s )  

It is shown that the p ~ o b l - e h ~  complexity can  be estirnzted. through opticzl 

cor re la t ion  measare inents  on cloud cover  negatives. 

Ere  descr ibed  and a compxter routiiie is  developed which mechanizes  the 

predict.ion equations and examines the expzrimental  data gained f rom 10, 000 

n ieasurements .  

meaning is discussed.  

A 

Th5se m-easnrements 

The resclts of the coir!puter p rogram are  pi-esc~i ted an6 the i r  

--- .* 
-8% 

Astropower  Laboratory,  Missi le  8r Space Division, Douglas Ai rcraf t  Co. , IRC.  



INTRODUCT':.ON 
* 

This paper d iscusses  the resul ts  of a study to determine the feasibi1,ity 

of using a self-organizing, para l le l  logic system, a s  diagrammed in F igu re  1, 

fo r  the recognition of cl.oud patterns.  

The input connections fo r  each majori ty  logic unit sample the cload 

pat tern in  storage.  The logic units compute majori ty  logic proposi t i olls con- 

cer:ilng the cloud pzttern,  the particular prcposit ion being determined by the 

inFut connect.ons, 

recognizing a specific property of the incoming pattern. 

t k e m s d v e s  r ep resez t  24 sampling of a much l a rge r  l i s t  o f  property filters, This 

lis? m2.y he  selected completely a t  r a d c m ,  determiried en%irely f r o m  tfLe known 

p r q e r t i e s ,  of the pa,ttcrns, or compiled by combinati.ons of these 2.pproaches - 
the m e ' h d  of selecliiig the property fi l ter  list depen.ds -J.PGX how well. the  bases 

for pai tern classificaticn a r e  u.nderstood. 

mines the utility of the various property f i l t e rs  included in  the machine .  

Thus  each majority logic unit becomes a property f i l ter ,  

The input, cormeclicas 

The self-organieing rout,ine deter-  

Feasibil i ty of th i s  approach vias to be de te rmired  by estimating the 

ncmber  of logic units requi red  for  the recognition of vortices.  

optimization studies were  a l so  underkken  to redcce -the ccniplexity of the logic 

layer  >y incx easing t h e  e.,fficiF:?ic;y cf ez.ch Ic:gic ucit axd by  ~ : ~ t i I ~ ~ . i % i ! i g  t h e  1.cglc 

iziput connecticas ecd th:: e5 hold s e t , t k g o  

Theoretical  

A review of self-organized Faitern r ecognition machines is pres  ezlt;e& 

The general  machine organization, the le2,rnirig ru les  applied dcYi2g t!:~ se l f -  

Organizing pel-icrl, a-c.! -;n,ve_ra,l - -~:~cc,d,~rcs  t'& fcr reducirig the s i y e  oi n i~ r -h i ze  r e -  

qdired fcr a giver. per formance  a r c  discussed, The next sect icn gives t h s  

rna.tkemz5.cal derivations up"" wh lch  the estimation G f  machine si::e is  ba.s ed. 

T h i s  i s  foilcwed by a discussion in detail cf ? h e  selection and Freyarat icn of 

the cloud pho?ograph.s, the d3sign of the optical. cor re la tor ,  ar,d the o p t i c d  m e a s -  

urer,n-;xtsO 

to eval;).ate the optl.ca!. data and gives the resu l t s  cf the program,  

The f i n d  :: ecticri d i ~ c - i i . ~  ses t!ie computer p rogram that W L L S  wri t tec  

---_ 
;< 

This v. ork was p e r f c r m c d  i n  p a r t  ucde r  contract  NA4Sw609 f rom the  D1 rcctDrate of 
Elec t rdnics  2nd DEt-a Processing,  NASA Headquarters,  Washingtor; 9. C, 
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SELF-ORGANIZING, PARALLEL LOGIC SYSTEMS 

Pa t t e rn  classification must  often be  based on incompletely specified 

c r i t e r i a  empirically derived f r o m  "typical examples" of the pat tern classes .  

While this method is  charac te r i s t ic  of humans, i t  has only recent ly  been 

adapted to autoniata. 

organlzirrg systems.  

Machines which use  this method a r e  called se l f -  

Organization of Para l l e l  Logic Systems 

In the devices to be considered, the pat terns  a r e  to be classi f ied on the 

The samples  obtained i r o m  a bas is  of a. d i scre te  sampling of the pat tern data. 

par t icu lar  pat tern c lass  may be concept-ualized as a s e t  of coordinates which 

represents  the pat tern a s  a point in a k-dimensiona~l signal space. 

of an automa tic patter?. c1.assification device then i s  largely the specification of 

a parti t ion on this space such t h a t  the cel ls  af the pa-rtition may be  identified 

wi th  unique c l a s ses  of patterns.  The design constraints mtast inclucle the maxi- 

m u m  FrGbability of e r r o r  acceptable a f te r  the specificatior_ of the parti t ion,  and 

the limiiations on the cost  necessary to aut0mat.e the process  of specifying the 

classification regions It-lie decision process) .  

The  design 

When the pa t te rcs  associated with unique c l a s ses  a r e  concentrated in 

well-defined and widely separa ted  regions of the signal space,  s imple a d  highly- 

accu ra t e  decision rriechsnisms may be constructed. In m o r e  difficult designs,  

a useful approach i s  to employ simple decision devices (to achieve 10% cost)  in 

fa i r ly  elahorzte s t ruc tu res  (to achieve the required parti t ion comp!.exity). 

a s t ruc tu re  is diagrammed in Figure 2. 

_ -  

Scch 

The "S" units arE: the sensory o r  input units to the device. In the case  of 

p ic tor ia l  data, a sensory  unit i s  a-ssociated wi th  a picture  eleinent and generates  

a s ignal  proportional to the brightness of that element. 

connected to the f i r s t - l aye r  logic units through weighted connections to trar,slate 

the incoming signal to a. f o r m  more  suitable for recognition. 

may  b e  t ranslated through seve ra l  l ayers  of logic units, but eventually there  i s  

an  inevitable "necking down" of the data -' r e f e r r e d  to a s  abstraction. 

The sensory  field i s  

The input signal 

The performance of a paral le l  logic sys t em may be charac te r ized  i n  

t e r m s  of the response units. The response uriits considered he re  a r e  two-state 

TP- 1967 3 
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devices required to be i n  one s ta te  when z part icular  pat tern is  present  i n  

the signal displayed to the sensor  units, and in  a second s ta te  vthen this pat tern 

i s  not present.  

Initially there  i s  l i t t le oxganization in  these machines. However, by 

showing a sequence af signals to the machine and  varying the weights of the con- 

nections between logic layers ,  o r  between logic and response la.yers, the mz- 

chine's ability to classify pat terns  is  improved. 

A significant feature  of these machines i s  their  generalization capability. 

Since the classification of a patterr, i s  macle GP- a s ta t ts t ical  bas i s ,  many logic 

units a r e  active for  each c o r r e c t  classification. 

different property ir, a signal cf the s a m e  c lass  as that upon which the inachir,e was 

t ra ined activates a 1a.sge p r t i c a  of the appropriate  logic units, enabling c o r r e c t  

classificatior, despite ni;~.lor variations i n  the pat tern,  

The existerice of a sllghtly 

9- 
The decision un,ls F igure  2 a r e  l::Leax 1og:c units.' A l inear  logic unit 

parti t ions the subspace defir,ecl by the scu rces  of it5 i rputs  by  passing a single 

hyperplane through the sszbsps,ce, assigiiing a clas  siij catio? of "or,e" to pa.tteri1s 

falling on cne s ide  of the hyperplane and "zero" to Fzt',erns fz1ll1;g on t h e  o thc i  

side. 

governing the behavior of this unit i s  2 s  follows: if the weighted sum of the 

input C w . e  exceeds a threshold, 0 ,  the2 2n cutput, e is  geiierated End the unit 

is saiA to be active, 

The l inear  logic wni: mechanism i s  diagrammed in Figfiye 3. The rule  

. 1 1  0) 

1 i f  C w . e .  > 6 
1 1-- 

0 0 otherwise 

The s imples t  organization which would g ive  the machine a capacity tc 
..,. i. -I*',. 

perform- significant tasks contains two I.ayers of logic (Fig-;r.re 4;. 
field again provides the input, and a l inear  logic unit s e rves  as a report-ut unit. 

Between the two is in se r t ed  a layer  of l inear  logic iinits. 

The sensory  

All of the  connectiozls 

_I ---- 
.I. ... 

* Winder, Re 0. "Threshold Logic in Artificial  In?elligence, I '  Artif icial  
Intelligence Sessions,  IEEE Wir,ter Generzl  Meeti.ng, Jan 1963. 

It shcjuld be noted that m a x y  pa-ttern recognitior! device. a r?  02sed or: this 
s t r u c t u r e  - for example, the designs of Bledsoe ar_d Browlvning, Gambs ,  
Kamensky, Rosenblatf,, W i d r o w ,  aqd the  -4stropcwer DecisioE Fi l te r .  

.J, .r, . .#.. 
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Inputs 

1 X 

x2 
Y. 3 

n-  1 

n X 

t l  i f  C W . X .  > 0 
j =  1 J J  

e =  
0 

( o otherwise 

F igu re  3 .  Linear  Logic Unit Mechanism 

e 
0 
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I .  

The learz ing  rule  is  such that i t  i nc reases  the weights of the connecticns from 

ac t ive  uzi ts  t.o the repor t -out  unit when a pattern. 01 in te res t  is  present ,  and 

reduces  the  connection weight of active uni?.s when no ta rge t  o r  p2tter.n cf lr?!erest 

is preser,t-, With such a. p rocedcre ,  re l iable  indicatcrs  of ta rge t  presence  ('21a.t 

i s ,  units which m e a s u r e  proper t ies  possessed  by pa t te rps  of in te res t ;  will i e r d  

to c a r r y  la rge  pss i t ive  weights. 

t a rge t  i s  not present ,  and hencc: measLre proper t ies  possessed  p r imar i ly  by 

nontargzts ,  will tend 1.0 c&rryf la rge  negative weights. 

l iable indicators  of the presence  o r  absence of pat terns  of in te res t  w i l l  c a r r y  

posit ive or negative weights of l e s se r  magnitude. 

Units which a r e  re l iable  indicators  that a 

Units wh!.ch a r e  l e s s  r e -  

shown a-re weighted. 

many-to-many, and f r o m  logic units to repor t -out  units a r e  a l l - to-al l .  

The connections f r o m  sensory  points to logic {:nits a r e  

Self -Organizing Algorithiiis 

Forced  Learning 

After selecting this organizatioii a s  the network s t ruc ture ,  a la rge  

- 

number of network p a r a m e t e r s  remain to L e  specified, 

include tbe number of input connections, and the source  poixts of these iri.pu?s 

for each logic unit; the weights of all connectjons f r o m  the senso ry  field to the 

logic upits,  and f r o m  the logic units to the decision elements;  ar,d the thresholds  

of all logic units arid decj sion elements. 

the values  of tkese p a r a m e t e r s  based on a sample  of c lass i f ied pai terne is called 

a s e If - o r g ani z ' n E; a 1 go r i t hrii 

These paranie%ers  

A ru le  for  automatically determining 

r.- i h e  par t icular  a lgori thm utilized i s  called "forced l e a r ~ i i i g ' '  arid 1s 

implemented in  the following manner.  When a logic unlt is scpplied wLth a s e t  

of input connections, i t  becomes a property f i l t e r ,  determining xhe tbe r  3r rn'; 
d, -6. 

the inp12.t pat terns  po~sess the par t icular  property.  

es tabj ished,  and a sampling of these is  selected fo r  the reccogril!jon machice.  

The self-organizing prccedure  then determines the utility of :he var! cus p r o p e r t y  

filters acd  the efficiency of the property list izl making the r eqc i r ed  cla.:sificaticn. 

A l is t  of Froper? ics  I S  

__- 
;< 
Siriger, T. R. : !'Ivhde! f o r  a S x e  Invariant P a t t e r r  Recogritj.cn Syste,m, ' I  paper  

prese:it,ec! a t  the E:oxics Symposium, Daytcn, 0.. Sept 1960; h4az-+jr,, T. 3, a l -d  

Talavage, S, F* "Application of Dieural Logic to Speech Analysis and Recogxi- 

tion, paper  presented a t  the Bionics Symposium: Daytor,, 0, I 1963. 
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The l i s t  of property f i l t e r s  froin which the logic unit inptit connections 
. a r e  selected is quite sigzificant. 

task for: which the machine i s  suitable - that  i s ,  i f  the recogfiition mac.hine is  

to pe r fo rm properly,  it must  have the foundations upon which to  function. 

Many techniques a r e  available for  genera,ting th i s  property list, 

is to manually build into the l i s t  each known pa rzme te r  of the pa t te rns  to be 

classified, Such a procedure is time-consuming and tedious, azid zbove a.11, 

it may co t  lead to a, machine capa,ble of co r rec t  classification i f  the d iscr imin-  

ation clv-es a r e  subtle and not known to the designer.  

problem i s  to incorporate  those propert ies  kaown to be usefill, then generate  

additiozal propert ies  randomly and l e t  the self-orgaxizing procedure select  the 

cliscrimir,atic-n cr i ter ia .  Such a procedure requi res  an  extensive property list 

and may be accomn-ioc?a.ted by perfomling tke self -organization ir, a. Eimuleted 

mode OTL a l a rge  scz-le general  purpese digital compnter. 

The s t ruc tu re  of this l i s t  determines the 

One methcd 

One approach to this 

The forced l e a n i n g  procedure is  re2,dily implemented in  a computer 

simulation. 

of Statical  Separability. ' I - ' '  For this theorem to hold, I t  i s  required th?.t the  

property ! i s  t emphasize the d-ifference between pat tern of i n t e re s t  2nd pitt.eril of 

no in te res t ,  and the s imi la r i t i es  between these cla.sses. 

possible  to ccrnpute Tvhether o r  not the property l i s t  meets  th i s  reqLirement and 

to es tabl ish the required s i ze  of the logic layer  for  a specified performarice level.. 

It fo rmed  the bas i s  for the work performed and is discussed thoroughly in a 

followitzg pa,ragri.ph entitled "Estimation of Machine Size. I '  

Alt P, r na t e A1 go r i t hm s 

It i s  well documented mathernatically- and gives r ise  to the "Theorem 
.r, 

The theorem mzkcs it, 

- 
Machine designs achieved with forced learning usually requi re  excessive 

numbers  cf lcgic units s ince a l l  those tha twere  originally generated,  no mat ter  

what their  contribution to  the cla.ssification task,  a r e  included in the firial design. 

Other a lgori thms have been developed for the design of efficient networks by I.n- 

c r eas ing  the effectiveness and the efficiency of the logic s t ructure .  One such 

--- 
.II -8. 

Joseph,  R. D, , "CoEtribu.tions to Percept ron  Theory, I '  P!i. D Thesis ,  Cor,-ell 
IJniversity, Sept 1961. 
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procedure involves the examination of the assigned weights, eliminating those 

units that  have weights cf ze ro  or negligible magnitude and re ta in  only those 

units with the l a rges t  positive and negative value. 

selection1lq' principle and was developed specifically to  decrees  e the complexity 

of machines 

This i s  known a s  the "natural  
.?. 

designed wiith forced learning. 
::c $ 

A part icular ly  poulerful algorithm, developed concurrently with this 

program,  employs the s ta t is t ical  techniques of discr iminant  analysis  to gen- 

e ra t e  populations of logic units to be examined, while using a min imum loss  

c r i t e r i a  for  determining the suitability of these units for  inclusion in the f i n d  

network. This "i terative design" routine shows evidence of being able to achieve 

exti*emely efficient designs and of effectively separating complex pat tern c lasses ,  

- 
X'C 

Joseph,  R. D e ,  Kelly, P. M., Viglione, S. S,, "An Optical Decision F i l t e r ,  ' I  

Proc .  IEEE, Vol. 51, August 1963. 
>: 

Daly, J ,  A , ,  Joseph, R. D, , Ramsey, D. Id., "An Iterative Design Technique 
for  P a t t e r n  Classification Logic, I '  presented a t  WESCON, August 1963. 
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ESTIMATION O F  MACHINE S17,E - ..--_c_- 

Stat is t ical  analysis  of perceptron-type sys t ems  pe rmi t s  the est imat ion 

of the i r  performance capabili t ies without ac tua l  network constructioii  o r  s imu-  

lation. When the recognition task  becomes  even modera te ly  complex, how- 

e v e r ,  the exact s ta t i s t ica l  analyses  become unwieldy. Astropower personnel 

have developed an  approximate analysis  which is in fact  l e s s  cumbersome  

then simulation. This  sect ion p resen t s  an  exact analysis ,  the approximation, 

and means  fo r  es t imat ing the p a r a m e t e r s  requi red .  

Exact  Pe rcep t ron  Analysis 1 ,2  

The problem to b e  considered i s  the classi f icat ion of a l a rge  number of 

multidirncnsional vec tors  into two ca tegor ies .  

a r e  to  b e  processed  by a l a rge  number of logic units simultaneously; each  logic 

unit de te rmines  the t ru th  of some  l inear  logic proposition when zpplied to the 

vec tc r  under examination. A s  a result  of this detailed examination of the indi- 

vidual vec t a r ,  that  vector  rece ives  a classification. Suppose that the senso ry  

field under  consideration contains n points,  so  that the weighted input connec - 
t ions to a given logic  unit can b e  represented  a s  En n-dirnexsiorial vec tor .  

The  j - th  component of this vec tor  r ep resen t s  the weight of the input connection 

f r o m  the j - th  sensor). point. 

z e r o .  

The data in each  s ignal  point 

The absence of a connection i s  represented  by a 

The connection vec to r s  for  the logic units a r e  selected randorfilly a s  

follows. 

t ion vec to r s  (n-spacn,), and the coiinection vec tor  f o r  each logic unit is se lec ted  

independently accordiiig to this distribution. 

ass igned  non-zero probabili ty is called the proper ty  l i s t .  

p rope r ty  l i s t  was generated b y  assuming that the sum of the weights of the 

input connections to each logic unit is "-4, 
weights  is "B" (the numbers  A and B being the p a r a m e t e r s  to b e  optimized),  

and that  the points of or igin of each input connection a r e  se lec ted  independently, 

accord ing  to a uEiform distribution over  the en t i re  s e z s o r y  field. 

A distribution i s  assigned to the space  of all possible input connec- 

The se t  cf connection vec to r s  

In this c a s e ,  the 

and the sum 01 squa res  of these  

1 Joseph ,  R .  D. , "Contributions to Pe rcep t ron  Theory,  Cornel1 Aeronautical  
Labora to ry  Report  VG 1196-G7. 

9 
L Rosenblatt. ,  F. , Pr inc ip les  of Neurodynamics,  -- Spar tan  Books, 1962 --- 
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Let  C. denote the input connection vec to r  for  the i - t h  logic unit ,  and 
1 k S 

the i- th logic unit when the k-th pattern i s  shown, which will be denoted by 

b i ,  can b e  expressed  in t e r m s  of the inner product of the connection vec tor  

and the signal vec tor  

the input pat tern expres sed  a s  an n-dimznsional vec tor .  The output of 

k 

where  0 is the threshold of the unit. 

var iab ly  weighted connections to se rve  a s  inputs to  a n  output unit. 

The outputs of the logic units pas s  through 

It is a s sumed  that t he re  a r e  M input pa t te rns ,  each  to be  grouped into 

With each pat tern,  t he re  is a n  assoc ia ted  number 6 which one of two c l a s ses .  

indicates  the des i r ed  classification of the pa t te rn .  Thus 

k if  S is to be classi f icd in the positive c l a s s  q - 1  i f  S k is to  be clacjsified in the negative c l a s s  

A sequence of pa t te rns  i s  selected.  The pat terns  a r e  drawn from the 

population of pat terns  to be c lass i f ied .  

this  sequence s e v e r a l  t i m e s ,  o r  it need not appear  a t  all .  

Any individual pat tern inay appezr  in 

The number of 

appearances  of the pat tern Sj  in the sequence is denoted by n j Following the 

se lec t ion  of the connection vec tors ,  this  sequence of pat terns  i s  shown to the 

machine ,  duririg which the weights of the var iab le  connections a r e  modified. 

The connections from the logic units to the report-out  unit hzxre var iab le  

weights .  These  weights a r e  initially s e t  to z e r o  and theil var ied  according to  

the following rule:  if the i- th logic unit is  activated when pat tern S i s  shown 

dur ing  the adaptive sequence,  then gk is added to the weight of the connection 

froin the i - th  unit to the report-out unit. 

This can be res ta ted  as: 

repor t -out  unit is changed by 6 6. each  t ime  Sk is shown during trainjng. 

is known as the "forced learning" rule .  

k 

Otherwise,  the weight is unchanged. 

the, weight of the ccnnection f r o m  the i - th  unit  to the 
k k  

J 
This  

Thus the weight of the i - th  connection will be  

k k k  w .  = C n 6 6 i  
1 k = l  

TP1967  12 



af te r  the adaptive sequence. 

when S 

Consequently. if the input to the repor t -out  unit 
t t is shown is denoted by  fj , then 

The output unit i s  said to have made a c o r r e c t  decision i f  

f o r  

t 6 = il respect ively.  
t Consider  the f a c t o r s  influencing fj , and hence the classification of St: 

k 6" = Previous ly  d e t e r m h e d  c Iassific ation for  S 

6: = Determined b y  coilnection vec ts r  of j - t h  logic unit 

k k = Choice of frey-Jency of S n in the adaptive sequ.e:lce 

No te  that  i t  iollows that wjth a par t icular  choice of network, aciapt lve sequence, 

and classif icat ion scheme,  the decisior? on the tes t  pat tern,  S , i s  completely 

d e t e r  min is  t ic  

t 

When i t  is presumed that a random select ion of connection vec to r s  has 
t been  made, then 8 may bc analyzed as a random var iab le ,  

t Developing 9 as the sum of N iiidependent random var iab les  pe rmi t s  

a n  evaluation of the var iance :  

t k k k t  = C n 5 b i b i  
p i  k= 1 
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Defining the following symbols:  

Probabi l i ty  of selecting a connection vec tor  su.ch 

that the i - th  associat ive unit i s  act ive for  both S 3  

and S t under  the assumption of random se l ec -  

tion of connection vec to r s ,  that Q 
dent of i. 

is  indepen- 
j t  

Probabili ty of selecting a connection vector  

such that the i - th  associat ive unit is act ive for 

S S , and S , again independent of i .  j k  t 

One may wri te :  

and 

Hence: 

Once a threshold f o r  the response  unit is selected the mean and  var iance  
t 

of 8 may be used In the Tschebycheff ineq;lality to prm-ide an  absolute bcund 

on the error probability. i t  may also be ass-Jmed that e t is approximately n o r -  
mal ly  distributed ( s ince  i t  i s  the sum 01 a l a rge  number of independent, well-  

behaved vzr iab les )  to provide m o r e  reasonable  e s t ima tes  of the e r r o r  probability. 

One may  a l so  consider  the t e s t  pa t te rn  S' a s  having been  selected at t 

random e i ther  f r o m  the c lass  of positive pat terns  (c lsud formations contain- 

ing vo r t i ce s )  o r  frclm the negative c l a s s .  In this  c z s e ,  the var iance  of the in-  
put to  the response  unit should contain a component due to the selection of the 

t e s t  pa t te rn .  One obtains 
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and 

C C  n 6 Qkt 
k k  I Z  1 

- [ c t  k 
(4) 

where  the summations on t a r e  r e s t r i c t ed  to  pa t te rns  in the appropr ia te  c l a s s .  

The var iance  has  two components: the f i r s t  is the average  of the va r i ances  of 

B and may b e  made  a rb i t r a r i l y  sma l l  by increasing the number of logic uni ts ;  
t the second is the var iance  of E(@ ) over  the select ion of a test pat tern,  and is 

not affected by a change in  the number of logic uni ts .  The second component 

1imit.s thc per formance  which n lay  b e  achieved with 2 percept ron ,  

t 

Approximate P e r  c e pt ron Analy- s i s -- --- - CI 

t 
The computation of the exact var iance  of e is v e r y  difficult because 

the numbers  Qjkt a r e  quite nunierous and a r e  not readi ly  available.  Q jkt may 
be obtained by a p rocess  s i m i l a r  to the one describEd ;r! the following section 

for Qjt' hTit a vast ly  expanded measurement  progrdm weald be required.  An 

approxirnate method of es t imat ing the var iance  cf ;3 
t 

is thus des i red .  

An analysis  of the. t e r m s  ccntributing to  the va r i ance  in  Equation 2 in- 

d ica tes  that  the most significant ones OCC'UY when j=k. ?'he approximation 

'y Qjk *kt 
Qjkt - --F 

is exact  when j=k .  Substituting Equation 5 into 2 ,  

(5) 
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When the t e s t  pat tern is to b e  selected randomly, 

1 M M  

j k  j k  1 M M  
t- C C C n n  6 6  U. Qkt 

t j = l  k = l  Jt 

where  the summations on t a r e  res t r ic ted  to pa t te rns  in  the positive class o r  

negative c l a s s ,  a.s appropriate .  

rewr i t ten  as 

The express ions  in  Equations 3 and 7 may  be 

and 
N 

- M r 
1 k k  

n 6 M, Qkt 
k= 1 

N 

t 

N 

r- N 

N N 

- t (Mi Qt+ - M- Qt-)  21 

- i2 N M_; 1 ( M i a t ,  - Qt 

- - I  
CI 2 

- [e (hf+ Q,, - M - 6 t -  ) ]  (9b) 
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where the summation on t is again r e s t r i c t ed  to pat terns  of the appropriate  

c lass .  The symbols Qk+ and Qk a r e  used to indicate the average values of 

Q 

Estimation Technique 

N N 

- 
for t in the positive c l a s s  and negative c l a s s  respectively.  k t  

This section descr ibes  how the approximations of Equations 8 and 9 of 

the preceding section may  be  combined to es t imate  the number of logic units 

required to achieve a given performance level,  and the means by which the 

required pa rame te r s  may be estimated using optical  correlat ions of sample 

pat terns .  

The input to the report-out wiit is a random variable  due to the random 

nature of the selection of the logic units,  and the random selection of the t e s t  

pattern.  

pat tern is a vortex pat tern,  and the conditional mean  and var iance given that 

the pat tern does not contain a vortex,  may be comp-iltecl using Equations 8 and 

9. For a given t e s t  patterp,  the input to the output unit i s  approximately no r -  

mally distributed, since i t  i s  the sum of a l a rge  number of independent v a r -  

iables ---the outputs of the logic units. 

and i f  the means within a c lass  a r e  near ly  normally distributed, this approxi- 

mation may be extended t o  a rand.o:mly selected t e s t  pattern. Giver_ a thiaes- 

hold for  the response unit, the conditional means  and var iances  m a y  be  used 

to compute the false a l a r m  (classifyirig a pai tern a s  a vortex when i t  is not) 

and mis sed  target  r a t e s  (pot classifying a pat tern as a vortex when it i s ) .  

The conditional mean and variarice of the input given that the tes t  

If the nuin te r  of pa%terns is l a r g e ,  

The evaluation of Equations 8 and 9 i s  dependent on the evaluation of 
N N 

the quantities Qt+ and Qt_  for var ious values of t. This may be accomplished 

by  evaluating Q for a l l  values of the subscr ipt  j ,  o r  by sampling the possible 

range of this indexp a s  was done in this  study. A method is thus required for  
j t  

the probability that a logic unit will b e  activated by pat tern S j estimating Q 
jt’  7 

and by pattern S . 
Estimation of Q Using 0ptica.l Correlation 

i t  

Let F 

parenc ies  S- and S . 
input to the logic unit may  be regarded a s  being equal in magnitude to the 

(u, v) denote the bivariate distribution function of the t r a n s -  
{ j t  

The contribution of a given input connection to the total 
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t ransparency  of the pat tern a t  the or igin point of the connection, t imes  the 

weight of that  connection. 

independently and according to a uniform d; stribution. the following analysis  

applies e 

If the origins of the coilncctions a r  chosen a t  random, 

Denote by X . .  the input t o  the i - th  connection when S. is shown. X . .  
J i  J J 1  

j 

and Xti have the joint distribution function F 

function a s  the t ransparenc ies .  

and Xt i s  given by the convolution of connection density functions. s ince the 

or ig in  points a r e  selected independently. 

( X . . $  Xti) -. the s a m e  distribution j t  ji 
The joint distribution of the total  inputs X 

Denote this djstribut;on by  G .  (X Xt).  J t  j ’  

Distinguishing those pa rame te r s  pertaining to  the distribution F. by 
N j t. 

t i ldas  ( e .  g . ,  rn.) we have 
J 

N C d  -2 N 

Thus if. IS necessa ry  LO es t imate  ITI rn tq  at and oit 12:sing op!;ical. 
j ’  

rneaiiscrement s. 

% = 1 u d F .  (u ,v )  = u d F . ( u )  
J J t  S J  

L, v U 

Hence I%. i s  given by the total  light pas sed  by the S- i t ransparcncy ,  riormalized 
J 

by dividing by the total  light psssed  b y  an  empty f r a v e .  

larly-. 

i%+ is ob?aincd slmi-. 

2 = u 2 d F .  (u ,v )  - m - 2  
J Jt j 

-2 
Q 

exact ly  scper imposed ,  normalizing a s  abovep and subtract ing 13 . 
is obtained by measur ing  the total light passed  by two SJ t r anspa renc ie s  

2 j 

J 
N = u v d F . .  (u,v) - % . S i  
Ojt J t  3 t  

U, v 
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N is obtained by subtract ing I% f r o m  the normalized quantity G f  light 
ajt  j j  t 
passed  by superimposing the S and S t r anspa renc ie s .  The cor re la t ion  

coefficient p is given by / g .  
Jt J t 

fo r  both F j t  and Gjt. 

The calculation of Q is great ly  simplified by the assumption that the 
j t  

total input to a logic unit when a pat tern is shown is approximately normally 

dis t r ibuted.  

respect ively,  then would have a bivar ia te  no rma l  distribution. 
t ' The pair  ( X . , X  ) denoting the total  input fo r  pa t te rns  S. and S 

J t  J 

and p is i n  no way dependent on the  mt, o t ,  
2 The  der ivat ion of m 

j' 
normali ty  assumpt;ons; the asumption only in su res  the sufficiency of this  s e t  

of p a r a m e t e r s .  

The normali ty  assumption i s ,  then, that  

1 1  -qT - 0  
J 

Given the noi-rnal approximation, and the reqiiisite paramr!  e r s  the 

next problem i s  to obtair? Q. 
J t  ' 

dX.dXt 
J 

t By substi tution, and letting a = 2 and b = - 8-m.  9 -m 

j 
Q 

1 - -  
-I 

1 Many f o r m s  for  integrating (10) numerical ly  ex is t  . The der ivat ion of 

the f o r m  used in this  study is documented in the final r e p o r t  . 
s u m m a r i z e d  as  f o l l o ~ s  for  var ious  ranges  of a and h.  

2 
The r e su l t s  a r e  

--- 
'Gupta, Shanti  S. (1 963). "Probabili ty Iritegrals of Multivsrjate Normal  and 

2'1Cloud P a t t e r n  Interpretaticja9 " Astropower,  Inc. Report  129-F9  August 1963. 

Mult ivar ia te  t ,  ' I  Ann. Math. Stat. , 3 4 ,  792.-838. 

TP1967  . 1 9  



a 

0 

> o  

< o  

0 

0 

< o  

All Others 
-- 

- 
where  

b 

0 

0 

0 

> o  

03 

J 

Qjt I -- 
L n tan-'@- 

TP1967 20 



OPTICAL CORRELATION MEASUREMENTS - 

More than 1200 wide a2gle photos f r o m  TIROS V and TIROS VI. w e r e  

obtained direct ly  f r o m  the TIROS Data Acquisition Staticn on Wallops Island. 

All photos that appeared to show the familiar ve r t ex  pa t te rn  were  selected. 

F o r  each photo showir-g a vortex, a second w a s  selected showing fio obvious 

s t o r m  for mation, 

A fur ther  selection was made  considering the a r e a  of ear th  coverage 

within the photo, Since it is c.oDceiva,ble that the selected vortex photos could 

show, i n  general ,  m o r e  horizon in a cer ta in  picture  a.rea than. would nonvortex 

photos, o r  Tiice-versa 1ea.ding to  an incor rec t  interpretat ion of the classification 

clues,  i t  w a s  decided to exclude horizoc a r e a s  by  selecting only a. rou.nd disc  

within each xectsngufar negztive. This resul ted in the additional benefit that  

any two plcturee to be cor re la ted  could h e  r.otz:ed wi th  respec t  t o  each other 

without c k z g l n g  the overlap area., Thus m o r e  than oze  measureme::.'; could be 

obtained for  each ~ 3 i . r  wi th  l i t t le added effort. 

The sel.ected 35mm cloud ccve i  negatives had to be copied. onto c i rcu lar  

s l ides  that could be ixcer ted  i n  a. Fair 0: rot-3.fzLb!.e s1,ide hol.d.ers i r _  the optica.1 

co r rek to r .  

fa,bricated f r o m  ha,rd aluminum, A_r, inner diameter  of 1 in. wa,s chosen f o r  the 

t ransparency  are?.. 

To obtzin the necessa ry  mechanical rigidity, the slide f r a m e s  were  

An identical  pa.ir of s l ides  for each pkotcgraphic negztlve was required. 

to find i t s  mean gray level and i t s  gray level vzr iacce.  

unexposed photogr5,phic niater ia l  w a s  bonded to the  f r a n e s .  

frames were  exposed in  sequence to t h e  enlarged image of the original 35rnni 

negative, Expasiir e t ime, br ig t tnes  s, devdopment  t ime, and de-,reloper liquid 

were  held as near ly  constant a s  possihle. 

f r a m e s  were  obtained tha.t were  identical ir- t!ieir total  t ransmit tance within 5700, 

The f inal  r e su l t  of this photogra>tiic processing was 50 sl ide pz i r s  of the vortex 

class and  50 sl ide pzirs of the xonvortex class .  

of 5000 pic ture  pa i r s  that could be correlated a g a k s t  each other. Since the ro-  

tation of a slide in the image plane resul ts  i n  er.cther Fa-ttern with respec t  to the 

elzvisioned recognition system, the number of possible ps t te rn  ccmbi-.at,ions 

could be increased  indefinitely. For  a rea l i s t ic  compromise i t  was decided that 

a total  of approximately 10, 000 - m e a s u r e m e n t s  wou.ld F r o v i d e  a reasonable e? t i -  

To oSt2in. identical. pairs ,  

Then 2, number of 

Zn this way for  each negative two 

There  now existed a comSina.ticr, 
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mate  of the overlap areas between the pat tern c l a s ses  2 s  requi red  for the 

mathemati  ca,l analysis 

The following measurements  were  conducted: 

a. 

aligned pair .  After these measu.rements were  performed,  

only one slide of ea.ch paAr W;LS used for  fur ther  m e a s u r e -  

ments. 

b. 

to 16 other negztives ~f its own c l a s s  and 16 of t h e  opposite 

c l a s s ,  thus result ing in  1600 pairs,  

measu red  for  six different rotations rela?ive to each  other ,  

yielding 9600 measurements ,  

100 measurements  of the t ransmit tance of an  exactly 

It w2.s decided tha.t each negaf.lve should be. cor re lz ted  

Each pa i r  was to be 

A logbook wa.s desigrLed which enumerated. the indivSdua1 picture  p3,irs to 

be correlated.  

negatives 51 to 100. 

squares  were  ma,rked. 

that negktives m and r fo rm w i e  01 tile picture  ;-a.irs to be  c.rJrre!.z~ted. 

sign w a s  s t a r t s d  with the upFer left  quarter  (estzblished by the overk-p of the 

f i r s t  50 r o w s  wi th  the firs? 50 columns), wh ich  signifies vortex-vortex c o r r e -  

lations, 

at random, s tar t ing a t  the .c:.pser left corcer ,  wi th  the res t r ic t tc2s  t h a t  e a c h  

column ar_d each row should conta.ln 16 marks ,  and tfie? the resu1tj.ng p t t e r c  

should be symnietrlc?-l Ebont, the d.iagc:nd. The s a m e  procedure w a s  applied 

to the lower two  quarters using the pat tern already establi.sked in the first 

qua r t e r  a-nd reshuffling numbers  at random. 

good s p r e a d  of picture  combinztions. 

which, a f te r  inser t ion of t h e  measixement  data WES t ransferred.  directly to IRM 

ca rds  by a keypunch operator.  

The vGxtex negatives were nurribered 1 to 50, the portvortex 

A 100 x. 100 sqmre  ma t r ix  w a s  :hen pl3t?ed. and Ir.di.vld.u.al 

A mark at the  crossing of colcmn In wit11 TOW r; indica?es 

The de-. 

After excludixg th.e diagonal frcm 1- 1 to 50-50 ,  marks w e r e  insert.ed. 

The resul t icg design a s s u r e d  a 

From the c h a r t  a log book w a s  cornpiled 

7 

A sys t em schematic  cf the cptical cor re la tor  i s  showr. in Figure  5. 

F igu re  6 gives an overal l  view of the equipment a s  used i n  m2king the measu re -  

ments.  

on the lef t  ecd of the optical bench, 

t u r e  in the front  of the source  erLclosure afid p a s s e s  through a coliirriatliig le3s. 

A modda ted  light beam i s  generated i- the srnall  black enclosure motlllted 

The diverging beam emerges  f rom a.n a p e r -  
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The collimated beam then passes  through the t ransparencies  mounted in the 

two slide holders .  After passing through the t ransparenc ies ,  the collimated 

beam i s  decollimated, f i l tered and focused upon a lead sulfide detector .  

output of the photo detector is measured by a tunable microvol tmeter .  

reading of the microvol tmeter  i s  directly proportional to the combined t r a n s -  

mittance of the slide pair  inser ted into the holders.  

The 

The 

The setup a l s o  contained a monitoring channel for monitoring constant 

intensity of the light source.  

by periodic calibration measurements  to insure constant chopper frequency 

(240  c p s ) ,  exact optical alignment,  constant energy density over the slide a r e a  

(t27’0 tolerance was obtained), and 1-inearity of the overa.11 system over the full 

range of output amplitudes 

The stability of the cor re la tor  was fur ther  checked 

For the correlat ion measurement  of each pair  one slide was placed in 

slide holder #3, arid the other slide was placed i.n slide holder # l ,  which was 

capable of 360° rotation in the plane of the sl ide.  

with degree graduation so that the slide could be a c c - ~ r a t e i y  positioned within 

1 / 2  

The slide holder was  engraved 

0 of any designated rotational position. 

Six. measurements  were  made  for each pa i r  of s l ides  inser ted  into the 

holders .  F o r  all s ix  measurements ,  the slide in  holder #2 (c loses t  to the de-  

t ec to r )  was  inser ted  and fixed with i t s  index m a r k  a t  0 ~ For the first m e a s -  

urement ,  the slide in holder #1 was positioned so  that i ts  index m a r k  was a t  0 . 
The slide was then rotated 6 0  for each of the remaining five measurements .  

Upon cor-ripletion of the six measurernent.s, the pair  of s l ides  was replaced b y  

the next p a i r ,  as  designated b y  the logbook. 

the 1600 se t s  of measurements  were  completed. 

0 

0 

0 

This procedure was followed until 
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THE COMPUTER INVESTIGATION 

System P a r a m e t e r s  IJnder Investigation 
-_I_----- - --.---- 

The sys t em binder investigs,?:on i s  specified to be a forced learning 

perceptron. 

connections a r i s ing  f r o m  sensory  p o k t s  selected a t  random according to a 

uniform dist,ributior^. A representative s e t  of pat terns  w a s  selected.  The 

remaining sye te in  pa rame te r s  a r e :  

The logic uzits i n  the perceptron a r e  specified to have their  input 

a. Logic unit pa rame te r s  

b, Number of logic units 

c .  O ~ t p t ,  unit threshold 

The coimpu!er kves t iga t ion  may be character ized a s  a s e z r c h  for  a suitable 

se t  of logic u s i t  pzrameters .  The opfirri1:m ?hreshold for  tbe octpvt unit and 
the number of log ic  units recpi red  to approach asyrn1p:ctlc per formance  w e i e  

obta;ned for  the rrarlous logic c r i t  pz-rameter sets .  

T h e  logic unit pa rame te r s  of in te res t  a r e  tlie rurrlber cf input CoiIiJections 

pe r  10g:c ur,jt-, The weights zsE:gned to the cnnnectior-s, and the l2,gic uni: th;reFh- 

old. T h e  logic Gr?!t paramete r s  a r e  completely descr ibed 5 y  the two numbers :  

r 
I 

where  the w.:s a r e  the weights assigned to the connections (2nd may be positive 

o r  negative) and 8 is  tlie unit threshold. 
1 

Genera l  F o r m  of P r o o r a m  and SeqlJezce of Compuzer Rccs - --h-_-- ---- _ _ ~  - 
TO p e r f o r m  the estImztion pr9ced-x e, the ecpiations of the zpproximate 

percept ron  analysis were  mechanized oc a n  IBM 7034. The corr-pufer routine 
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consir ts  of a main p rogram which examined the data ohtalned by the op:;ical. 

cor relatioli procedure,  and two subroutines,  One subroutine cninFuted the 

empir ical  distribntio? o f  Q. f rom the ey;xa?.ion.s with limits imposcd by the 

patteriis being tes ted and the other pro;Tides 2 means for printing out. some of 

the r e su l t s  in  a. snitab1.e fcrm&te 

is shown in  F igure  7. 

J 1; 

A simplified flow chzirt of the computer rouf:ine 

The 9600 data pcints were  processed  fox a Pumber of pa rame te r  corn-- 

bina.tions. The purpcse cbf these repeated t r ia l s  w a s  to a t tempt  to find an opti- 

mum for  ?he i.nput conxecticlns to the logic units and a logic unit thresh.cld, one 

that would process  ?he dat; with a inkimQm of e r r o r s .  

s i s  ted of seveIz pzr2,meter combina+.;.ons and took approximately 10 m?.nu:;es of 

c o mpi:t e r t i  in e. 

E?ch computer run  COTL- 

In o rde r  to pe rmi t  conduct4ng a mc,re extensivc irrvestigaticx-., the 

PO" sibil.ity of i ~ s i n g  a fra.Cti.c,n c.f !he a.v~ilab1.e ckt;;. w a s  inve~. ; i .gz . ted~ The p ~ o  ~ 

g r a m  checlccv~t; decks Icvclving 120, 7 2 0 ,  znd. 810 opttcal corre!.af,ion measI,ure- 

rnents were  completely i iadequate.  A s e t  c€ 24-00 n;ea.s>xements w a s  carei;rl.ly 

se lec ted  to provj.de 2,4 me-2sli.rerrizn?s CE R a.nd 2.4 meas-;rennsn+s CTL 

each value oi the index k., The  resul?.s ohtz,?~nnd wi th  these s h c : ~  date d e c k s  were  

compared wi ih  those cJ?t%.lned L L S ~ X : ~  t he  full set  cf 9600 correlat,ior!s (c)6 observa-  

tions on ea,ch Q 

shor t  deck generzily differed by  20 to 5G70 f rom t 5 e  va.li:es g ive3  b y  the 5.~11 deck. 

This accuracy  was consi.dercd inadequate, and the Lse of p.r?3.~1 d.clta, decks  w a s  

dis continu-ed. 

Q,+ kt 

ar?d Qk 1. The 1nea.n.s amd s fmidaxd  devintlor-s retirrned by the k+ - 

The impl.ementatior? of the p rcg ram ccnsis ted of the followicg: 

a.. Rezd in half of C table (ilitegral of the c o r m a l  distrib-stinn), 

2 
-P 

-I --?- 
L compute oiher hzlf of C table. CornFute p L  a c d  e e 

and D2 = <-; , multiplying 
1 = nx-nY 

b. Compute D 

factors  for  the  m e m  a n d  s tandzrd devia.tlon of ihc p ; t e r n s  of 

one input to convert to many inputs. 
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Read  in T a b l e  dt 
Compute u - 2  

-u 1 2  
COmDUte L 

1 

Compute  D 1 = N( - "Y 

Compute D2 = j'hx t hy 

[-Read i n  T:st Data on  1 
Single  S l ides  I (T j ,  ?'", Y j j ,  To) I 
Read in  Remaining 
T e s t  Data  T .  (I,) 

L = 1,6 
Jt 

Compute C o r r e l a t i o n  
BetweeL P a t t e r n s  

~-.- 

( 0 ,  *J l -p2 )  

,Compute i n t e g r a l  l i m i t s .  
Compute  i n t e g r a l  m u l t i -  

plying f a c t o r s .  

a r c  thng e nt funct ion 

Compute e m p i r i c a l  
d i s t r ibu t ion  of p a t t e r n  
c l a s s e s  1- --. 

Check  l i m i t s  and  mul t i -  

---- 
Compute m e a n  and 
s t a n d a r d  deviation of 
both p a t t e r n  c l a s s e s  

Compute n u m b e r  of 
logic  uni ts  r equ i r ed  

Figure 7. Simplified Flow Chart  of Computer  Program 
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c .  Read in  the, s;ngle sl ide {T a r d  T ) and the single s l ide 

squared  (T . . !  measLrrements and pormallzed hy ( l / T  ). 
l j  2 j  

JJ  0 

d. 
Eix rotations per  slide pa i r ,  ccrrnzlizecl by ( 1 / T  ). 

Read in  rcm;.ii:ing optical correla.t,ion imeasuremeiits (T .  )) 
J t  

0 

NOTE: Since s torage  r e s t r a in t s  did not p e r m i t  operating O!I all data 
points during one pass throilgh the coniFuter, Ihe cor re la t ions  
w e r e  pe r fo rmed  in  groups of 20 da,ta c a r d s  pe r  pass .  

e. 

(from its index nun2be.r). 

Determine the class of the pa t te rn  uzder  conslderat icn 

f. 

being prcceesed  for  each  ro?at;iol- and w = 

Conipute the correlatior.  ( p )  between the two pa t te rns  

11. CornFuf,e Q. and Q {single- slide prcbabill ty of activziing 

a logic unit!. 
J t 

i. 

the boucds s e t  on t h e  integral ,  ar equel to zero.  

in tegra l  mi;l?,ip!ying iac:oi s # 0. 

Check t h e  !:inits t o  deter.mine 5 f  they 2,rc. z,?~c:ve o r  below 

C!ieck 

j. 

k. 
each c lass .  

Compute t h e  empir ical  di,stf-b;ltlor: of Qjt. 

Compute :he average  of Q (a,, and Q, ) fo r  pa t te rns  'ik 
j t  I 

1. 
pa t te rn  c lasses .  

of both the select lon of the logic ur-its and  the distribution of 

the pat terns .  

Compute t h e  mean and the stz.cdLrd deviatic-, for both 

Compcte the s t anda rd  dev-iatioE a s  a functio3 

me Compute the difference of the means.  

n. 

the  umber of logic units in  the machine. 

Compcte the separat ion cf pa t te rn  c l a s s e s  as a function of 

0. Select  threshold which minimizes  th.e nmxher o f  e r r o r s  on 

the asymptot ic  pcrforinznce.  
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The computer routine returned the following outputs: 

a. 

fo r  pat terns  of the positive c lass  and fo r  pat terns  of the 

negative c l a s s ,  and the d f f e r e n c e  between these values.. 

The expected values of the input to the decision element 

b. The inherent s tandard deviation within each class.  

C .  

selection. 

The s tandard clevis-tion for  each c l a s s  due to logic unit 

de 

( see  F igure  8). 

The asymptotic c lass  separat ion i n  s tandard devla.tions 

e. The minimum number of misclassif ied pzt terns ,  asymFtotic 

performance ( see  Figure 7). 

f .  

function of the pattern,  

A table of the expected i2FL: to the decisicn element as  a 

g. 
a function of the number of logic uzrits ( s e e  F i g u r e  9). 

A table of the c l a s s  separation in  s tandaid  deviatjons, a s  

h. 

asymptotic performance, and a, table of these erroTs.  

The decision unit threshold prodccir_g mkimum e r r o r s  i-3 

i. 

a function of the pattern.  

A table of the probabil',?y Df  a logic unit being active,  as 

Tables of Qk+ and Qk - 
k. for  two vor tex  

pat terns ,  one vortex 2xd one nonvortex pattern,  and two  on- 

vortex pat terns .  

Tables of the empir ical  distribution of Q jk 

Resul t s  of Computer P r o g r a m  
-_II 

Using the final p rog ram ar,d the full data se t ,  some 77 cornbinatior,s of 

N and @ were  investigated. In additioz=, 36 other combirations were  investigated 

(16 with the full  data, deck) with an ear l ie r  version of the progr;ime Tkie ea r l i e r  

p r o g r a m  did no% provide all of the ouQuts desired,  but was zdequate to determine 

the. suitabil i ty of the parameters .  

TP-1967 30 



9 
0 

N 
0 

N 
0 

I 

9 
0 

I 

0 

k 
0' i t  

i=l 
w 
0 
.. n 

I 

T P19 6? 



1 5. -+- 

__uL_.__ 

C Q f N 
0 

2M k I 

-I 
E = € l  

9 
0 

I 

I I  

d 

n7 

l 

o\ . .  
I 

Ln - .  
4 . '  

4 . .  
N 

I 

T P 1 9 6 7 .  



The 77 points w e r e  obtained in  th ree  passes on the computer, In the 

f i r s t  pas s ,  28 sca t te red  points were selected,  the choice heicg guided by the 

ea r l i e r  par t ia l  resu l t s  on 36 points. 

points were  se lec?ed  tc  p rov ide  a fLner gr id  in cer ta in  areas ,  

of 2 1  points examined the region a r o u d  a = 0. 9 and fj = 0. 0,  where the number 

of e r r o r s  appeared to be approacl1,Kg a niinimum, 

Eased  on ?hese 28 ccnibina.tona, 2 8  m o r e  

The third pas s  

None of the pa rame te r  combhat ions resul ted z n  good separat ion of the 

pat tern c lasses .  

var iznce  due to logic unit selectioy. reqvi res  gocd clc;ss separation for high 

accuracy.  

this componer-t of var iances  w e r e  re tcrned,  

the inpu! to t h e  response ucSt f o r  the p~s:?;-ie c l a s s  V , L S  l e s s  ttlan ‘hst for the 

negative class .  

binaijon w a ~ r z n t e d  fur ther  constde:.stjo:i: 

The approxim2tion w e d  In e s k r n a t h g  the component of 

In many cases ,  separa+,ior! w a s  so  poor t h a  Kegative es t imates  of 

h some cases ,  the - m e m  value of 

Two c r i t e r i a  were  Lsed in  d e c i d x g  whe’he: 3 P2;rametF.r c c m -  

a. 
than the mean value ior  the cegative c lass ,  

b, 

The mean value fcr ?he  posliive c l k s s  had to  be g rea t e r  

The viiriiLnce estfnizttes hzd to h e  ImsL t l se .  

Only 11  of the 28  combjnatlcns i n  %e first  p z ~ s  met, these xeTJirements. (It 
can be shown that fa i lure  to meet  c o ~ & t , - o n  ( a )  i s  a n  Fr-adeqizcv of t he  opjical  

cor re la t ion ,  zind RW. of the perceptron techr,iq.de, 

obtained, however, t,he mea.surement fr-occaraczes wou!d n3t be of such signifi- 

cance. ) 

2: good separatior? h;ld been 

The most  significant computet- o i tpz ts  & r e  summar ized  in F igures  8 

through 10. For each parameter  se t  a threshold for the  ou?put uci t  was selected 

to produce a niiRirrivm number of e r r o r s  ir, the  asymptciic performance.  

min imum values a r e  shown in  F igure  8. T h e  lowest vzlue c5taired w a s  3 2 ,  A 

second threshold for the o u t p ~ ’ ,  w - i x  w l e  selected,  this o2e p r o v i d x g  maxirri-;m 

number  of standard deviation-. f a r  ?$e threshold-  t.c7-class mean separLtion. 

These separatioris again z r e  for the asymptot,:c Ferforrnance. 

in F i g u r e  9 .  
qu i rement  ( a )  above. 

equal to 99. 970 of the asymptotic separatlor;  a r e  glven Ir, Figure 10, Since thc 

These 

They a r e  presented  

The absence of a entry on The chart ,  inciicztes fa i lure  to meet r e -  

The number of logic units r e q i i r e d  to achieve separatiolzs 

TP-196? 33 



computer m u s t  r e tu rn  positive es t imates  of the var iance  for  these calculat ions,  

F igure  !O revea ls  those pa rame te r  combinations for  which the approximation 

failed to yield positive va r i ances ,  

Summarizing the r e s u l t s ,  pa rame te r  combinatjons which could be  

analyzed a t  all were  difficult to find. 

be analyzed, c l a s s  spearat ions were  poor ,  giving r i s e  to high e r r o r  r a t e s .  

A network of about 400 to 500 logic units should provide essent ia l ly  asymptot ic  

perf6rniance for  the bet ter  pa rame te r  s e t s ,  

tions w e r e  be t te r  (a factor  of 20 s e e m s  des : rab le)  the e r r o r  r a t e  could be reduced 

significantly, More  logic units would then be  requi red  to achieve asymptoi ic  

pe r fo rmance .  

F o r  those combinations which could 

However,  if the in t e rc l a s s  s e p a r a -  
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CONCLUSlONS --- 

The p r i m a r y  purpose of this p r o g r a m  w a s  to  show the feasibil i ty of 

the application of self-organizing techniques to the design of 2 para l le l  logic 

sys t em fo r  the automatic inteipretat ion of satel l i te  cloud cover photographs. 

This was to be accomplished in  two s tages:  

a. 

of a learning algori thm that had been thoroughly doc;mented 

mathematically - the forced learning procedure.  

was to be based  on the resu l t s  of optical correlat ion of a number 

of acta21 TlROS photographs containing both s t o r m  and nons torm 

components. 

w e r e  to be  involved in  this first estimation task. 

The estimation of machine s ize  requi red  by the application 

The es t imate  

Only g ross  s t o r m  fea tures  (vortex structures) 

be 
of this open-loop, nonseleciive, rap.clom prcper ty  a lgor i thm to 

m o r e  powerful a lgori thms,  such as natural  selection and non- 

random generation of the property l i s t ,  to i nc rease  logic unit 

efficiency and reduce machine size.  

The extrapolation of the r e s a l t s  obt.ained f r o m  the application 

Since i t  w a s  believed that a self-orga,nizi:ig sys t em vstr ig  forced  I e a r n h g  

could be mzde to asyn-lptotically approach per fec t  performance for  a recognitior 

task  of t’lis nature ,  economic feasibility then could be determined simply by 

est imat ing the requi red  complexity of the logic layer  (in t e r m s  of the ni:-mier of 

logic uni ts)  to a r r i v e  a t  some prese lec ted  closeness  of approz.ch to per fec t  pe r -  

f o r  mnpc e, 

P r o g r a m  Resul ts  ~- 
Optical correlat ions on 100 cloud cover t ransparenc ies  (50 vortex,  

50 nonvortex) w e r e  per formed with a number of rotations of each pat tern,  giving 

a total  of 9600 data points. This data -,vas examjned by a computer routine wkich 

mechar,ized the estimation procedure.  Resul ts  of this p r o g r a m  may be s u m m a r -  

i zed  a s  follows: 

a. 

separat ion between pa t te rn  c lasses  (vortex and nonvortex) w a s  not 

obtainable. 

cor re la t ion  procedure and photographic processing (5% overa l l  a c -  

curacy  was achieved through diligent photograph selection and 

control c\f the mea surement  appa-ratus). However, the p r i m a r y  

The na ture  of the pat terns  to be classified w a s  such that good 

This \vas clue in p a r t  to  the inaccuracy of the optical 
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cause appeared to  be the complexity of the pat terns  themselves.  

b. 

to  the lack of good c lass  separation, the limiting performance of 

a forced learning perceptron was in  the o r d e r  of 65 to 70% of p e r -  

fect  performance.  

with 400 to  500 logic units. 

Computcr analysis  of the resul t ing t e s t  data showed that due 

This level of per formance  could be achieved 

c. 

m o r e  powerful a lgori thms involving a closed-loop decision p rocess  

which p romises  considerable improvement  of sys t em per formance  

by incorporating a learning operation having essentially two s tages ,  

The f i r s t  s tage i s  the implementation of a nonrandom procedure  

for  the generation of the prcperty l ist  (discr iminant  analysis) .  

The second s tage is  the maximization of the c lass  separat ion by 

a closed-loop learning process  which concentrates on those pat-  

t e rns  m o s t  difficult to classify (i terative design). 

The study of alternative self-organizing routines has  produced 
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